Which way do you lean? Using slope aspect variations to understand Critical Zone processes and feedbacks
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ABSTRACT: Soil-mantled pole-facing hillslopes on Earth tend to be steeper, wetter, and have more vegetation cover compared with adjacent equator-facing hillslopes. These and other slope aspect controls are often the consequence of feedbacks among hydrologic, ecologic, pedogenic, and geomorphic processes triggered by spatial variations in mean annual insolation. In this paper we review the state of knowledge on slope aspect controls of Critical Zone (CZ) processes using the latitudinal and elevational dependence of topo-graphic asymmetry as a motivating observation. At relatively low latitudes and elevations, pole-facing hillslopes tend to be steeper. At higher latitudes and elevations this pattern reverses. We reproduce this pattern using an empirical model based on parsimonious functions of latitude, an aridity index, mean-annual temperature, and slope gradient. Using this empirical model and the literature as guides, we present a conceptual model for the slope-aspect-driven CZ feedbacks that generate asymmetry in water-limited and temperature-limited end-member cases. In this conceptual model the dominant factor driving slope aspect differences at relatively low latitudes and elevations is the difference in mean-annual soil moisture. The dominant factor at higher latitudes and elevations is temperature limitation on vegetation growth. In water-limited cases, we propose that higher mean-annual soil moisture on pole-facing hillslopes drives higher soil production rates, higher water storage potential, more vegetation cover, faster dust deposition, and lower erosional efficiency in a positive feedback. At higher latitudes and elevations, pole-facing hillslopes tend to have less vegetation cover, greater erosional efficiency, and gentler slopes, thus reversing the pattern of asymmetry found at lower latitudes and elevations. Our conceptual model emphasizes the linkages among short- and long-timescale processes and across CZ sub-disciplines; it also points to opportunities to further understand how CZ processes interact. We also demonstrate the importance of paleoclimatic conditions and non-climatic factors in influencing slope aspect variations. Copyright © 2017 John Wiley & Sons, Ltd.
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Problem statement

What is slope aspect and why is it important?

The development of Critical Zone (CZ) science is motivated by the fact that landscape development is controlled by feedbacks among hydrologic, ecologic, pedogenic, and geomorphic processes operating over a wide range of timescales from individual weather events to millions of years. The study of landscape or CZ development is challenging, in part, because each landscape has its own unique combination of lithology, tectonic uplift rate, and climate. Investigating the slope aspect control on CZ stocks and fluxes is a potentially powerful means of understanding CZ development because insolation is often the primary difference between adjacent pole- and equator-facing hillslopes. There, lithology, tectonic uplift rate, and
climate can sometimes be approximated as uniform, leaving microclimatic differences related to insolation as the dominant driver of differences in CZ development between hillslopes of opposing aspect. Insolation exerts a direct control on ground surface temperatures and potential evapotranspiration rates. From these primary microclimatic drivers, differences in many CZ state variables can emerge over time. The overarching questions of this paper are: (1) what processes and feedbacks are occurring at places where aspect dependence is apparent? and (2) what can they tell us about CZ development?

The primary goal of this paper is to use slope aspect as a means of identifying common feedbacks among CZ processes, with a particular emphasis on linking short- and long-timescale processes. We aim to provide a global perspective on the slope aspect control of CZ processes. The variety of results that have been reported in the literature regarding slope aspect control on CZ processes can suggest that no unifying set of results or conceptual model exists. We aim to demonstrate that many slope aspect studies of soil-mantled landscapes can be usefully synthesized by considering water-limited and temperature-limited cases as end members.

The roadmap of this paper is as follows. First, we present continental-scale patterns in the slope aspect control of topographic asymmetry of hillslopes, results that are based primarily on the methods of Poulos et al. (2012). Second, we introduce a novel empirical model that reproduces these patterns based on latitude, an aridity index, mean-annual temperature, and mean slope gradient. This model serves as a discussion point and unifying theme for the remainder of the paper. Our proposed model suggests that the aspect control of hillslopes can be considered as a continuum between a water-limited end member in which the lower potential evaporation of pole-facing hillslopes drives higher mean soil moisture, triggering feedbacks that result in steeper slopes compared with adjacent equator-facing hillslopes, and a temperature-limited end member in which lower temperatures on pole-facing hillslopes limit vegetation cover and reverse many of the feedbacks associated with the water-limited case. Third, we use the framework of water- and temperature-limited end-member cases to explore the process feedbacks that exist within these cases. Results from the literature that are not consistent with this framework can, in some cases, be understood as a result of cooler climatic conditions (relative to the present interglacial period) that predominated during the Quaternary era, tectonic tilting, and/or structural controls on asymmetry. Finally, we discuss the implications of the slope aspect control of CZ processes for potentially forecasting the response of the CZ to global climate changes that are expected to occur in this century.

**Global and regional patterns of topographic asymmetry**

We begin our exploration of slope aspect variations of CZ states and fluxes by considering continental-scale patterns of topographic (i.e. slope gradient) asymmetry. This is a useful starting point because topographic asymmetry has been mapped at global scales (Poulos et al., 2012) and because topography develops via the integrated effect of both short-timescale (e.g. runoff vs infiltration) and long-timescale (e.g. soil production) processes. Figure 1 maps hillslope asymmetry, HA_{N-S}, defined
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**Figure 1.** Color maps of measured (Poulos et al., 2012) and modeled (Equation (1)) hillslope asymmetry (HA_{N-S}) for the North and South American Cordillera. Blue colors indicate areas where north-facing hillslopes are steeper, on average, while red values indicate a prevalence of steeper south-facing hillslopes. [Colour figure can be viewed at wileyonlinelibrary.com]
as the log-transformed ratio of the average slope angles of north- and south-facing hillslopes (Poulos et al., 2012). These $HA_{N,S}$ values were computed using the gap-filled 3 arc-second Shuttle Radar Topography Mission (SRTM) Digital Elevation Models (DEMS) (Jarvis et al., 2008). The resulting $HA_{N,S}$ values were then averaged to 30 arc-seconds pixel$^{-1}$ to facilitate comparison with the empirical model. Areas with average slope gradients less than 5% are excluded from the analysis (Poulos et al., 2012). Positive values of $HA_{N,S}$ indicate steeper north-facing hillslopes, on average, while negative values indicate steeper south-facing hillslopes.

Figure 1 documents steeper pole-facing hillslopes throughout most of the western USA. At latitudes higher than approximately 50°N, this pattern reverses (red colors predominate, indicating steeper south-facing hillslopes). Elevation also exerts a significant control on $HA_{N,S}$ values. In the western USA, elevations above approximately 2 km tend to be exceptions to the general rule of steeper mid-latitude pole-facing hillslopes (i.e., higher elevations tend to be more red than blue in the western USA). South of the equator, low latitudes and elevations also tend to have steeper pole-facing hillslopes (which correspond to negative $HA_{N,S}$ values). For example, at the widest point of the central Andes, pole- or south-facing hillslopes tend to be steeper (illustrated by the predominantly red colors) in the Andean Eastern Cordillera and Subandes, which are generally less than 3 km in elevation. As with the North American Cordillera, this pattern reverses at high elevations, i.e., blue colors predominate in the Altiplano-Puna region and the high peaks of the Andean Cordillera Real, which have elevations from 3 to 7 km a.s.l.

Figure 2(a) plots the average $HA_{N,S}$ as a function of latitude and elevation for the Northern and Southern Cordillera between 60°S and 60°N. The values plotted are the average $HA_{N,S}$ values for all areas within each latitude and elevation bin. Four plots are presented: one each for elevations in the range of 0–1, 1–2, 2–3, and 3–4 km a.s.l. Gaps in the plots indicate locations where no cases are available. For example, there are few if any mountains with average elevations above 3 km south of 50°S at the scale of this analysis, hence there is a gap in the plot. The lower plots in Figure 2(a) demonstrate that for relatively low elevations and latitudes, pole-facing hillslopes tend to be steeper. That is, at elevations less than approximately 2 km in the Northern Hemisphere, $HA_{N,S}$ is positive for latitudes less than approximately 50°N. Similarly, at elevations less than 2 km in the Southern Hemisphere, $HA_{N,S}$ values are predominately negative for latitudes to the north of approximately 45–50°S. Closer to the poles, this pattern reverses and equator-facing hillslopes tend to become steeper. The latitude at which this reversal occurs depends on elevation, with a shift to higher elevations at a given latitude having an effect similar to a shift towards higher latitudes at the same elevation. In the Northern American Cordillera, for example, the reversal from steeper pole-facing to steeper equator-facing hillslopes occurs at systematically lower latitudes with increasing elevation: 50–55°N for elevations 0–1 km, 45–50°N for elevations 1–2 km, approximately 40°N for elevations 2–3 km, and 35–40°N for elevations 3–4 km. In the South American Cordillera, a broadly consistent trend occurs.

The patterns documented in Figures 1(a) and 2(a) suggest that steeper pole-facing hillslopes represent a default case which can be reversed for sufficiently low temperatures at high latitudes and/or elevations. We propose that in locations where mean-annual temperatures exceed a threshold value, soil moisture and its effects on $CZ$ process rates are the principal drivers of slope aspect control on topographic asymmetry. Below a threshold mean-annual temperature, temperature becomes a significant limiting factor in the growth of many species of plants. In addition, paraglacial processes can become significant.

Water availability and temperature both strongly control vegetation cover. This suggests a central role for vegetation cover in driving topographic asymmetry at the hillslope scale. Vegetation cover has been invoked as a key variable in influencing topographic asymmetry. In water-limited environments, equator-facing hillslopes have less vegetation cover and hence experience higher erosion rates, since vegetation dissipates flow energy that would otherwise contribute to sediment transport (Melton, 1960; Istanbulbuluoglu and Bras, 2005; Yetemen et al., 2015a, 2015b; Beudin et al., 2017). In addition, vegetation intercepts raindrops, which increases water lost by evaporation and sublimation (Pomeroy et al., 1998; Marin et al., 2000), and reduces sediment mobilization by raindrop impacts (Dunne et al., 2010). Acosta et al. (2015) documented an inverse relationship between vegetation cover and erosion rates across a wide range of slope gradients using cosmogenic nuclides in east Africa.

The development of topographic asymmetry by water limitations has most often been invoked in relatively arid landscapes. However, it is important to note that water limitations on vegetation growth exist even in many relatively humid climates. For example, even in the humid Appalachians, northeast-facing hillslopes tend to have more vegetation cover than southwest-facing hillslopes (Hutchins, 1976). There is growing evidence under a wide range of climates that hillslope diffusivity (which
quantifies the efficiency of sediment transport) increases with mean-annual precipitation (Hanks, 2000; Hurst et al., 2013; Richardson, 2015) such that hillslope diffusivities tend to be largest in humid forested ecosystems that undergo more bioturbation than semiarid grass and shrub dominated ecosystems (Martin, 2000; Gabet and Dunne, 2003; Roering, 2004; Hughes et al., 2009). Besides regional climate, field studies have revealed aspect-modulated micro-climate controls on hillslope diffusion (West et al., 2014) and topographic attributes related to bedrock weathering rates (Burnett et al., 2008; Pelletier and Swetnam, 2017). For example, West et al. (2014) found hillslope diffusivities on south-facing hillslopes to be twice as large as those of north-facing hillslopes in a forested watershed in central Pennsylvania, USA.

Figures 1 and 2 also present the results of an empirical model that predicts the broad-scale global patterns of hillslope topographic asymmetry. We formulated this new model by hypothesizing that patterns in hillslope asymmetry are controlled primarily by latitude, topographic slope, mean annual temperature, and an aridity index. In this model, \( H_{AN_S} \) values are predicted using

\[
H_{AN_S} = \begin{cases} 
I_{AS} S \sin \left( \frac{\varphi \theta}{180} \right) & \text{if } T > T_g \\
-I_{AS} S \sin \left( \frac{\varphi \theta}{180} \right) & \text{if } T \leq T_g
\end{cases}
\]  

(1)

where \( I_a \) is the aridity index (defined as the ratio of potential evapotranspiration to precipitation), \( S \) is the average slope gradient, \( b \) is an exponent between 0 and 1, \( \varphi \) is latitude, \( T \) is mean-annual temperature, and \( T_g \) is a threshold mean-annual temperature below which vegetation growth becomes substantially limited by temperature. The model is based on a parsimonious set of equations that effectively reproduce the primary patterns in Figure 1, including the fact that hillslope asymmetry reverses at the equator and has a stronger dependence on latitude at lower latitudes (which suggests a sine dependence on latitude), correlates positively with average slope gradient (which suggests a power-law or otherwise simple algebraic dependence on average slope gradient), reverses sign in the mid latitudes where a critical elevation is exceeded (one that correlates with mean annual temperature falling into single digits where temperature becomes a limiting factor for vegetation growth) and correlates positively with aridity (which we have reproduced using a linear dependence on the aridity index).

The purpose of this model is to demonstrate that broad-scale spatial variations in topographic asymmetry on hillslopes can be reproduced with just a few variables that relate to differential insolation (i.e. latitude and slope gradient), water availability (i.e. the aridity index), and mean-annual temperature. Moreover, the model provides a useful unifying theme for the conceptual model that explores the feedbacks among CZ processes.

Average slope gradient, computed from the global SRTM DEM at 3 arc-second resolution, is included in the model to represent the fact that gently sloping landscapes have smaller differences in insolation between pole- and equator-facing hillslopes, hence the positive feedbacks that drive hillslope asymmetry are likely not as strong in such cases. For the map in Figure 2 we assumed \( b = 0.5 \). We used a value less than 1 in order to represent the fact that, while steeper slopes have larger differences in insolation between pole- and equator-facing hillslopes that can drive the feedbacks in CZ processes that lead to topographic asymmetry, steeper slopes also tend to have thinner soils, which can be expected to somewhat lessen the magnitude of such feedbacks. The value of \( b \) influences the relative magnitude of \( H_{AN_S} \) as a function of local relief, but it does not control the spatial patterns in the sign of \( H_{AN_S} \) that we emphasize here.

Global grids of mean-annual temperature, \( T \), and the aridity index, \( I_a \), at 30 arc-second resolution were sourced from Hijmans et al. (2005) and Zomer et al. (2008), respectively (note that Zomer et al. define the aridity index inversely relative to our definition). The temperature at which vegetation growth becomes substantially limited varies from species to species and on precisely how the growth limitation is defined. Figure 1 was created assuming a \( T_g \) value of 5°C. This value was chosen because a temperature growth threshold of approximately 5°C has been documented for Douglas fir (Emmingham, 1977; Bailey and Harrington, 2006) and other northern hemisphere conifer species (Schönenberger and Frey, 1988; Deslauriers et al., 2003; Rossi et al., 2007). As such, 5°C is likely broadly representative of the threshold temperature below which vegetation growth in conifer forests becomes substantially limited. Decreasing the value of \( T_g \) has the effect of expanding the range in which pole-facing hillslopes are steeper than equator-facing hillslopes to higher latitudes and elevations. The aridity index is included to reflect the fact that the difference in drought stress tends to be larger between pole- and equator-facing hillslopes in more arid climates compared with more humid climates. The value of the aridity index diverges in hyperarid climates because the denominator in the ratio become very small. For Figure 1 we limited the value of \( I_a \) to a maximum of 3 before input into Equation (1). The sine function of latitude was chosen as the simplest means of representing the increasing difference in insolation between pole- and equator-facing hillslopes with increasing distance from the equator.

Figures 1 and 2 focus on the asymmetry between pole- and equator-facing hillslopes. It is important to note, however, that the largest difference in vegetation cover and slope gradients is generally documented between northeast-facing and southwest-facing hillslopes in the Northern Hemisphere and between southeast-facing and northwest-facing hillslopes in the Southern Hemisphere. This additional east–west asymmetry has been well established in the ecological community for decades (Boyko, 1947; Perring, 1959; Holland and Steyn, 1975; Radcliffe and Lefevre, 1981; Desta et al., 2004). That is, the driest hillslopes with the least vegetation cover tend to occur not on hillslopes that face directly equatorward but rather on hillslopes that face equatorward but also have a west-facing component. Poulos et al. (2012) quantified east–west asymmetry and found patterns consistent with a predominantly northeast–southwest slope aspect dichotomy in the Northern American Cordillera and a southeast–northwest dichotomy in the Southern American Cordillera. Pelletier and Swetnam (2017) proposed that the westward shift in minimum soil moisture and the tendency toward cliff formation under thin soil cover in their study sites in Northern Arizona and Southern Utah was the result of the warmer afternoon temperatures when southwest-facing hillslopes experience peak insolation together with the fact that evapotranspiration rate depends on the product of insolation and temperature.

Figure 3 presents a map showing where Equation (1) predicts correct and incorrect signs of \( H_{AN_S} \). Clearly there are many places where the model fails to predict even the correct sign of asymmetry. Many of these places are associated with process zones that are not predominantly hillslope-fluvial in nature. For example, areas of the northeastern USA covered by the Laurentide Ice Sheet at the Last Glacial Maximum contain many locations where the model predicts the wrong sign, likely due to the impact of glacial erosion. Similarly, some areas of alpine glacial erosion, including the highest elevations of the Olympic and Big Horn Mountains for example, have a sign of asymmetry that differs from the model prediction.
Hills of Nebraska are primarily aeolian in nature, with topographic asymmetry that is most likely related to paleowind directions rather than to microclimate. Bedrock attributes such as lithology, the strikes and dips of strata in sedimentary rocks and bands in metamorphic rocks, and joint orientations can also contribute to asymmetry. Spatial variations in these properties likely drive some of the small-scale variability in asymmetry that is common in the western USA. Bedrock attributes may also be an important factor in controlling \( HA_{WS} \) values in the Appalachian fold and thrust belt. A full accounting of the effects of bedrock attributes on asymmetry is needed and will likely require the integration of regional and global datasets for lithology and bedrock structural attributes with DEM analyses of the kind used to produce Figure 1. The Discussion section contains additional information on the non-climatic causes of asymmetry and cases that are otherwise not well represented by the model.

Conceptual model

Summary of the model

The results presented above suggest that water-limited and temperature-limited cases can be useful end members for understanding the development of topographic asymmetry and how it varies spatially at regional to global scales. In order to understand how topographic asymmetry develops via feedbacks among CZ processes, in this section we focus down to the scale of individual hillslopes, interacting with low-order fluvial channels, as they evolve over short- and long-timescales.

Figure 4(a) and 4(b) illustrate our conceptual model for the slope aspect control of CZ development in water-limited and temperature-limited end-member cases, respectively. In each of the following subsections we draw from the literature to explore and defend the conceptual model presented in Figure 4.

The water-limited case is characterized by lower mean-annual potential evapotranspiration (PET) and actual evapotranspiration (AET) rates on northeast-facing hillslopes in the Northern Hemisphere and southeast-facing hillslopes in the Southern Hemisphere. In order to simplify the language, we will hereafter use the terminology of pole- and equator-facing hillslopes, bearing in mind that there is a significant westward component to the aspects with the highest mean PET rates. The lower mean PET rates on pole-facing hillslopes results in more available soil water, more vegetation cover, and faster soil production (Pelletier and Rasmussen, 2009) in water-limited cases, since all of these processes are positively correlated with water availability (Figure 4).

Greater vegetation cover on pole-facing hillslopes also increases dust interception (Giorgi, 1988) and hence greater potential accumulation of fine grained (clay- and silt-sized) aeolian material, and, in warm, water-limited environments, accumulation of aeolian CaCO\(_3\) in the soil. This, in turn, tends to increase the water-holding capacity of pole-facing hillslopes (Gutiérrez-Jurado et al., 2013). Higher rates of bioturbation and lower rates of erosion by overland flow tend to decrease the drainage density on pole-facing hillslopes, all else being equal. The slope gradient decreases on the equator-facing side due to both higher drainage density and divide migration (Istanbulluoglu et al., 2008; Yetemen et al., 2010). In other words, the gradient asymmetry reflects greater efficiency of downslope transport on equator-facing slopes, such that equal rates of downslope transport and hillslope erosion occur when the pole-facing hillslopes are steeper than adjacent equator-facing hillslopes.

Inputs to the Critical Zone

The mean-annual insolation entering the CZ at the top of the plant canopy tends to be higher on equator-facing hillslopes relative to pole-facing hillslopes (illustrated using darker colors/more shading on pole-facing hillslopes in Figure 4). This difference in incoming energy as a function of slope aspect and gradient is the fundamental driver of topographic asymmetry in both the water- and temperature-limited cases illustrated in Figure 4. In water-limited cases, higher mean-annual insolation on equator-facing hillslopes increases surface temperatures (illustrated using a thermometer) and ET rates (illustrated using squiggly blue curves of varying thickness and length), leading to lower mean soil moisture (illustrated as less blue in the soil) as described in the subsection below on water balance. Lower soil moisture, in turn, triggers a cascade of feedbacks among CZ processes, detailed in the following subsections, which lead to asymmetry in many CZ states and fluxes between pole- and equator-facing hillslopes. If temperatures are sufficiently low, vegetation growth can become limited. In such cases,
vegetation will grow more rapidly on the relatively warm equator-facing hillslopes despite the lower soil moisture on those slopes. Greater vegetation cover and warmer temperatures can lead to the development of thicker soils on equator-facing hillslopes despite generally drier conditions. 

The seasonality and diurnal variation of insolation can be critical to understanding CZ dynamics. For example, the insolation during wet seasons – whether snow- or rain-dominated – likely exerts more control on the CZ water balance than insolation during dry seasons. Yetemen et al. (2015b) documented the annual variation in insolation on pole- and equator-facing hillslopes at a range of latitudes. Resolving such variations can be important when considering water inputs that are highly seasonal. Diurnal timing of insolation is important as well, with insolation exacerbating moisture stress more in the warm afternoons on more westerly aspects, and less in the morning on easterly aspects (Pelletier and Swetnam, 2017).

Several empirical models predict PET as a function of insolation. Evapotranspiration equations that combine energy balance and turbulent transfer such as the Penman–Monteith and Priestley–Taylor equations use radiation and air temperature. One of the simplest methods is that of Hargreaves and Samani (1985), who related PET rates to the product of insolation and a nonlinear function of air temperature. The fact that PET depends on the product of insolation and a nonlinear function of air temperature implies that the diurnal cycle should generally be taken into account in slope aspect studies (e.g. warmer temperatures in the afternoon result in higher PET on west-facing hillslopes compared with east-facing hillslopes).

Given that inputs to the CZ include two very different types, i.e., mass and energy, methods have been developed to place these types into a common energy-based currency. For example, the Effective Energy and Mass Transfer (EEMT) approach of Rasmussen et al. (2015) quantifies the water input to the CZ via the heat energy content of that water, multiplying the

Figure 4. Conceptual models for (A) water-limited and (B) temperature-limited soil-mantled cases. Blue represents water in soil pore spaces while white represents air. In (A), soils are poorly developed on equator-facing hillslopes, limiting water storage potential. In (B), soils are more well developed on equator-facing hillslopes but higher PET results in lower water storage. [Colour figure can be viewed at wileyonlinelibrary.com]
water flux by a temperature and a unit specific heat. Similarly, net primary production (NPP) is quantified in terms of energy using an enthalpy term. The EEMT approach has an explicit slope aspect dependence via the effect of insolation on PET rates. EEMT has been used as a theoretical framework for understanding the slope aspect dependencies of many CZ states and fluxes, including soil production rates, differences in above-ground biomass, hillslope-scale relief, drainage density, soil thickness, and water transit times (Pelletier and Rasmussen, 2009; Pelletier et al., 2013; Zapata-Rios et al., 2015a, 2015b).

CZ development involves timescales longer than the Holocene. As such, in some cases the climate of the latest Pleistocene may be as relevant or more relevant than the modern climate in controlling the current state of the CZ (McGuire et al., 2014). Late Pleistocene climates were colder than Holocene climates, with the temperature difference between the Holocene and Last Glacial Maximum greater at higher latitudes and closer to the Laurentide and Fennoscandian ice sheets compared with lower latitudes (Thompson et al., 2007; Pelletier et al., 2014). Temperature and precipitation both control vegetation cover, which influences many CZ processes as described in the following subsections. The LGM was also a duster world than today (Mahowald et al., 1999), with potentially important implications for rates of pedogenesis.

Some slope aspect studies have explicitly invoked paleoclimatic conditions as essential for understanding the modern state of the CZ. For example, Anderson et al. (2013) developed a hillslope evolution model that combined rock damage due to frost cracking, and down-slope transport of mobile regolith by repeated frost heave and thawing. Their model predicted that bedrock would be more heavily and deeply damaged on pole-facing hillslopes, due to the reduced rock temperature, especially during the colder climates that dominate the late Quaternary. McGuire et al. (2014) found that pole-facing hillslopes on cinder cones of a given age were steeper, and therefore experienced lower rates of erosion, relative to adjacent south-facing hillslopes. McGuire et al. (2014) noted that, due to the asymmetric nature of glacial/interglacial transitions, the climate state most relevant for interpreting the evolution of cinder cones older than approximately 50 ka is the glacial climate. Using paleovegetation modeling, McGuire et al. (2014) demonstrated that vegetation cover was likely reversed for the cinder cones in Arizona, i.e. for most of the Quaternary, pole-facing hillslopes were temperature-limited and near the upper tree line, whereas equator-facing hillslopes likely had greater vegetation cover. Therefore, the reduced steepness of equator-facing hillslope can be attributed to increased rates of bioturbation relative to pole-facing hillslopes during the predominantly glacial climates of the Pleistocene.

Water balance

Recent efforts at sites within the Critical Zone Observatory (CZO) network have highlighted the differences among mechanisms affecting water partitioning on pole- and equator-facing hillslopes. Generally, pole-facing hillslopes have denser vegetation cover and receive less incoming solar radiation, resulting in higher evapotranspiration rates than pole-facing hillslopes (Figure 4). Thicker soils and regolith on pole-facing hillslopes generally lead to higher infiltration rates, longer water residence times, and more baseflow to streams than on equator-facing hillslopes, as observed at the Jemez-Catalina CZO (Broxton et al., 2009; Zapata-Rios et al., 2015a, 2015b). In contrast, equator-facing hillslopes have two domains of flow: rapid vertical transport during snowmelt and little water movement through a disconnected soil matrix between events. Here, periods of rapid vertical flow may be driven by the rate and amount of water supply, as well as the orientation of subsurface fractures perpendicular to the slope (Bandler, 2016).

During summer months in mid-elevation mountainous catchments, the distinction between aspects is less apparent in terms of differences in sun angle. For example, at the BcCZO, Hinckley et al. (2017) observed sub-meter scale heterogeneity in soil moisture and the fate of nitrogen (N) across both pole- and equator-facing hillslopes throughout the summer months, leading to no significant difference between aspects. Only during rainfall events did they observe higher infiltration rates due to a more connected soil matrix on pole-than equator-facing hillslopes. In general, across seasons, pole-facing hillslopes provide quicker and more efficient movement of water through the subsurface than equator-facing hillslopes, in part due to differences in evolved soil properties (e.g., organic matter content).

Vegetation

The distribution of vegetation on landscapes (ecosystem structure) is driven in part by abiotic factors, i.e. slope aspect and soil type, which are expressed as stressors or facilitators (ecosystem function) of individual health, size, and reproductive rate. Conversely, ecosystem structure reduces the surface energy budget by shading and reducing the temperature and moisture gradients of the soil (Zou et al., 2007; Bode et al., 2014). On pole-facing hillslopes...
in water-limited cases (Figure 4(a)), ecosystem structure generally exhibits larger accumulations in standing biomass and deeper accumulations of organic detritus. These accumulations are due in part to reduced ET rates and greater soil water availability than on equator-facing hillslopes, resulting in greater NPP. In temperature-limited cases (Figure 4(b)), equator-facing hillslopes have relatively more standing biomass than pole-facing aspects due to the reduction in degree growing days, which limit metabolic function.

Ecosystem structure can affect the water budget through leaf-level transpiration, reduced soil evaporation due to shading, and rates of snowmelt (Gustafson et al., 2010) and of snowmelt (Molotch et al., 2009; Harpold et al., 2014), the vertical redistribution of water in the subsurface (Quijano and Kumar, 2015), and overall available moisture by way of ET partitioning (Breshears et al., 1998). Vegetation sequesters atmospheric carbon and nitrogen, emitting numerous complex organic and inorganic molecules back into the CZ, further altering CZ processes. These organic and inorganic feedbacks, changes in energy budget and water cycling, and bioturbation are important drivers of CZ evolution at both short- and long-timescales. All of the short-timescale inputs described above serve as drivers within the EEMT model (see subsection on inputs to the Critical Zone) and are a means by which one can numerically acknowledge the role of vegetative cover in influencing CZ evolution.

At moderate timescales, slope aspect influences rates of ecosystem carbon (C) uptake by altering plant root available soil water, air and soil temperature, and total incident solar radiation, as summarized by Emer (2003). In an eastern North American deciduous forest, Desta et al. (2004) found biomass was 25-50% greater, mean annual temperature was 3.5°C cooler, and vapor pressure was 37% lower on pole- than equator-facing aspects. The aridity index, described in the first section as the ratio of PET to precipitation, is a relative rather than absolute value and neglects the actual evapotranspiration (AET) experienced by plants. Stephenson (1990) found AET and vapor pressure deficit (VPD) are the most biologically meaningful correlates to biomass in a water-limited Sierra Nevada forest—representing a means by which the lithosphere (by way of aspect) can drive heterogeneity in ecosystem function. In temperature-limited cases (Figure 4(b)), slope aspect alters the number of degree growing days for photosynthesis and the rates at which optimal C assimilation can take place. This is true at both the leaf-scale in terms of C assimilation through photosynthesis, transpirational water loss, and the resulting water use efficiency and at the ecosystem scale in terms of annual NPP (Chen et al., 2007).

Vegetation and biomass also have indirect effects on CZ function over long (i.e., millennial) timescales, which ultimately influence the mean-annual water balance, accumulation of belowground biomass, and the accretion of biological C into soils. Spatial variability in the patterns of biomass by slope aspect have long been reported by ecologists working in complex terrain; most notably the seminal work by Whittaker and Niering, 1965, 1975; Whittaker et al., 1968; Day and Monk (1974), and Armesto and Martinez (1978). The establishment of mature steady-state forests takes hundreds of years to millennia, in synchrony with natural climatic variation (Swetnam and Betancourt, 1998).

The influence of vegetation and slope aspect on natural hazards includes (but is not exhaustively limited to): wildfire spread and severity (Taylor and Skinner, 1998; Heyerdahl et al., 2001; Bradstock et al., 2010; Wood et al., 2011), debris flows (Gabet and Dunne, 2002; Rengers et al., 2016), and invasive species establishment (Bradley and Mustard, 2006; Van Devender and Dimmitt, 2006).

Biogeochemical processes

For most studies that have evaluated biogeochemical stocks and processes on pole- versus equator-facing hillslopes, aspect is treated as a template that provides contrasting conditions, which, in turn, drive fluctuations in ET rates (Hargreaves and Samani, 1985) and therefore soil C and nutrient cycling rates (Kang et al., 2003; Stielstra et al., 2015). For example, pole-facing hillslopes generally favor conditions that promote higher storage of soil C and nitrogen (N) (Kunkel et al., 2011): deeper regolith, higher microbial biomass and accumulation of organic matter (microbial biomass is illustrated using green-colored microbes in the microscale insets of Figure 4). Hinckley et al. (2014a) found higher uptake of N inputs by microbes during spring snowmelt on pole- than equator-facing hillslopes. They attributed this difference to slower, sustained melting of a seasonal snowpack (releasing N-rich meltwaters to the subsurface) on pole-facing hillslopes, and rapid vertical flow of meltwater and N on equator-facing hillslopes. During summer months, when soil moisture was heterogeneous across both aspects, Hinckley et al. (2017) found evidence of equally heterogeneous N transformations (especially nitrification) that was not aspect-dependent.

Despite patchiness across both aspects during dry periods, there is strong evidence that a more connected soil matrix that rapidly distributes water, C, and nutrients in the subsurface during precipitation events characterizes pole-facing hillslopes. This connectivity is ‘sustained’ during the period of snowmelt (in snow-dominant) regions and into the start of drier summer months. By contrast, equator-facing hillslopes seem to have more of a ‘boom and bust’ cycle, with heterogeneous, rapid vertical flow occurring at sub-meter scales, and patchy vegetation. Hot spots and hot moments (McClain et al., 2003) are often a topic of interest in biogeochemical studies, as they describe times or locations of disproportionate importance within ecosystems. These places and times may occur more often on equator- than pole-facing hillslopes, as there is a build-up of material when soils dry down completely between events (snowmelt or rainfall) or in space, such as in a patch of grasses versus bare ground. When water is added, a pulse of microbial activity may occur, such as soil CO₂ flux (Barron-Gafford et al., 2011), constituting a hot moment that can be incorporated into a numerical representation of soil C dynamics, available moisture, and microbial activity (Zhang et al., 2014). Similarly, patchiness in microbial communities and plant material across slope on equator-facing hillslopes likely results in hot spots, but in general, this remains understudied. For example, Belnap et al. (2005) describe this type of behavior for desert landscapes characterized by sub-meter scale heterogeneity in ecological communities, but they only discuss that aspect plays a role rather than study it explicitly.

Pedogenesis

Properties of the soil that are relevant for storing water and supporting life include the thickness of soil above bedrock or intact regolith and the textural, mineralogical, and organic properties of that soil. Vegetation cover controls the rate of dust deposition for a given atmospheric dust concentration, since dust that migrates below a taller, denser plant canopy is more likely to be deposited and retained compared with dust migrating below a short and/or open canopy (Giorgi, 1988). As such, soil development is thought to operate in positive feedback with vegetation in water-limited environments such that pole-facing hillslopes have thicker soils and a higher concentration of fine particles in the soil matrix that lead to greater water-
holding capacity and more above-ground biomass in a positive feedback (Figure 4(a)). Thicker soils with higher silt-clay and organic matter contents have been documented on pole-facing hillslopes in the water-limited cases of Dry Creek Experimental Watershed (Geyer et al., 2011; Smith et al., 2011), the BcCZO (Foster et al., 2015), the SCM-JRB CZO (Lybrand et al., 2011; Pelletier et al., 2013; Olyphant et al., 2016) and many more humid study sites (Losche et al., 1970; Daniels et al., 1987a, 1987b; Carter and Ciolkosz, 1991; Bale et al., 1998; Begum et al., 2010). However, these studies also indicate equator-facing hillslopes exhibit a greater degree of chemical weathering in terms of the mineral composition of the secondary clays, evidence of clay translocation and argillic horizon formation, and greater pedogenic Fe-oxide accumulation and loss of mobile cations often not present on pole-facing hillslopes. The slope aspect differences appear to be largely a function of temperature, with increased soil moisture and primary production leading to greater organic matter input and accumulation on pole-facing hillslopes, but an enhanced chemical weathering on equator-facing hillslopes as a result of warmer temperatures. Warm, water-limited locations also exhibit greater organic matter accumulation on pole-facing hillslopes, but appear not to exhibit greater chemical weathering on equator-facing hillslopes, and indeed may exhibit accumulation of soluble salts under semiarid to arid conditions (Kutiel, 1992; Kutiel and Lavee, 1999). Interestingly, the control of slope aspect on soil properties appears to diminish and not play a major role grading towards arid and hyper-arid climates (Kutiel and Lavee, 1999). This may be another indicator of the importance of variable vegetation cover in driving slope-aspect variations, as arid and hyper-arid climates may have equally sparse vegetation cover on both pole- and equator-facing hillslopes.

Soil properties also exhibit clear slope aspect relationships in mid-to high-latitude locations that have mean-annual temperatures less than approximately 5°C, but that differ in part from those of their warmer counterparts (Macyk et al., 1978; Hunckler and Schaetzl, 1997; Egli et al., 2006, 2015; Eger and Hewitt, 2008). Specifically, pole-facing hillslopes exhibit thicker soils, increased organic matter accumulation, and greater leaching intensity, chemical weathering and podsolization relative to equator-facing hillslopes. The slope aspect variation in soil properties in these systems appears to be controlled by the relative duration of snowpack and its impact on soil moisture, primary production and freeze-thaw activity. Equator-facing hillslopes exhibit more frequent variation in amount and depth of snowpack, with greater loss to melting and sublimation. The loss of snowpack reduces the amount of water available to flush through the soil profile and allows for greater freeze-thaw activity on the equator-facing hillslopes. The relative lack of moisture limits primary production and the downward flux of dissolved organic carbon and weathering products. Interestingly, Egli et al. (2015) demonstrated that in very cold locations with permafrost in the Altai Mountains near the Russia–Mongolia–China border, pole-facing hillslopes still exhibited a greater degree of chemical weathering. These authors hypothesized that temperature was not the limiting factor in terms of chemical weathering, in that all locations were very cold with mean-annual temperatures <0°C, but that the greater snow pack on pole-facing hillslopes limited organic matter decomposition allowing for accumulation of highly mobile low molecular weight organic ligands that facilitate chemical weathering and downward translocation of Fe and Al.

Soil development is controlled, in part, by the thickness of intact regolith, since regolith formation prepares the parent material for faster soil development once it is entrained into the mobile layer. Regolith thickness is deeper on pole-facing hillslopes in the BcCZO (Betus et al., 2011) and the SCM-JRB CZO (Olyphant et al., 2016). This is consistent with the hypothesis that regolith thickness is, in part, controlled by water availability (Lebedeva and Brantley, 2013) and vegetation cover. Recent research has demonstrated the importance of other factors, such as topographically induced stresses (Holbrook et al., 2014; St. Clair et al., 2015) and water table depth (Rempe and Dietrich, 2014) on regolith thickness.

**Topographic development**

The sediment transport processes on soil-mantled hillslopes can be grouped into (1) local disturbance processes that lead to a net downslope movement of sediment in small increments (e.g. freeze-thaw-driven creep, bioturbation, rainsplash) which collectively tend to smooth landscapes, and (2) erosion by surface runoff, which tends to incise landscapes via the positive feedback between contributing area and incision rate. The transition from soil-mantled hillslopes to low-order fluvial valleys is defined by a shift in process dominance from processes that smooth to those that incise (Tarboton, 1992; Perron et al., 2008). As such, we can conclude that diffusive processes are dominant on hillslopes. However, topographic asymmetry likely arises in many cases (e.g. Figure 4) from a combination of diffusive processes and surface runoff that interact to create disparities in erosion rates and drive drainage divide migration. Nonetheless, it is useful to examine the effect of slope aspect on the efficiency of diffusive processes. Efficiency in this context is closely related to the value of the topographic diffusivity or, equivalently, the rate of sediment transport on hillslopes for a given slope.

Imbalances in erosion rates due to a greater efficiency of diffusive processes on equator-facing hillslopes will cause a relative steepening of pole-facing hillslopes (Figure 4). Although some studies have begun to address how rates of rainsplash vary with particle size, raindrop properties, and vegetation cover (Gabet and Dunne, 2003; Dunne et al., 2010) and how soil thickness and rates of bioturbation vary with vegetation type (Gabet et al., 2003; Yoo et al., 2005; Hughes et al., 2009; Winchell et al., 2016), we currently lack the ability to quantify the relative importance of these processes over geologic timescales most relevant to the development of hillslope topography. However, rainsplash and discontinuous overland flow are likely only a significant portion of the total sediment transport on landscapes with substantial bare ground, such as in a shrub-dominated landscapes or after a disturbance such as a wildfire. Therefore, creep and bioturbation are likely the most important transport mechanisms on most soil-mantled hillslopes.

In addition to increasing or decreasing the efficiency of creep and bioturbation, slope aspect can drive spatial variations in diffusive sediment transport by influencing the thickness of soil or mobile regolith. Diffusive soil transport processes have been argued to be a function of soil thickness up to some limiting value (Heimsath et al., 2005; Roering, 2008; Pelletier et al., 2011; Johnstone and Hilley, 2015). On water-limited hillslopes, the thickness of soil is generally greater on pole-facing hillslopes relative to equator-facing hillslopes. This can increase sediment transport in a positive feedback, i.e. an increase in the thickness of the mobile soil column will cause an increase in soil flux unless the mean velocity decreases proportionally.

Where the contribution of diffusive processes to the overall erosion rate dominates that from surface runoff, topographic asymmetry may be attributed solely to variations in the
efficiency of diffusive processes. However, the more general conceptual model developed here considers the interaction of hillslopes with low-order fluvial valleys (Figure 4). In these settings, diffusive processes play an important role in determining drainage density as well as channel head and drainage divide migration. In particular, greater efficiency of bioturbation combined with lower efficiency of erosion by overland flow on forested slopes can promote differences in drainage density on opposing slopes, leading to divide migration and topographic asymmetry. However, drainage density tends to increase with slope in addition to the efficiency of colluvial transport processes (Perron et al., 2008), hence the steeper slopes characteristic of pole-facing slopes in the water-limited case (and of equator-facing slopes in the temperature-limited case) can offset this greater efficiency and cause drainage density to be approximately equal on nearby hillslopes of opposing aspect.

The role of vegetation on the partitioning of flow shear stress between bed sediments and vegetation biomass has been studied in laboratory experiments and natural rivers (Nepf, 2012; Le Bouteiller and Venditti, 2015). These observations have been used to adapt earlier theory for grain and form resistance by introducing vegetation properties, such as biomass and stem height and diameter, as input to shear stress partitioning formulations. Yetemen et al. (2015a, 2015b) used one such formulation, which inversely relates shear stress to biomass, in the CHILD landscape evolution model. In CHILD, an ecohydrology model of vegetation dynamics and runoff generation driven by spatial solar radiation and stochastic arrivals of storm pulses is coupled with a shear-stress-dependent fluvial erosion model and a nonlinear creep equation. On an evolving topography driven by semiarid climatology of the southwestern USA, relating shear stress to biomass led to emergent patterns in topographic structure, vegetation bio-
mass, as well as the spatio-temporal behavior of soil moisture and vegetation dynamics, mediated by the rate of uplift (Yetemen et al., 2015a). Hillslope asymmetry emerged in the model with steeper pole-facing slopes with higher plant biomass and less steep equator-facing slopes with lower plant biomass. Modeled hillslope asymmetry was consistent with calculated values from a 10 m pixel-1 Digital Elevation Model (DEM). An interesting outcome of the model was the emergence of hysteresis of soil moisture and spatial variability in vegetation patterns, in which the spatial variability of soil moisture and vegetation biomass during wetting and drying phases follows different trajectories switching from network flow-path control during wettest times of the year to aspect control, generally consistent with ecohydrologic studies (Mascaro and Vivoni, 2016).

Extreme events

In some cases, slope aspect driven changes to vegetation, soil, or bedrock properties can lead to spatial variations in the factors that drive and resist sediment transport, making one slope aspect more likely than another to cross a critical geomorphic threshold in response to an extreme event. For example, an extreme rainfall event in 2013 triggered more than 1138 debris flows in the Colorado Front Range, with 78% occurring on water-limited, sparsely vegetated south-facing hillslopes (Coe et al., 2014). Anderson et al. (2015) estimated that debris flows triggered during this 2013 rainstorm resulted in the removal of hundreds to thousands of years of weathered regolith at their study area in the Colorado Front Range west of Boulder, CO. A pair of recent studies concluded that spatial variations in apparent root cohesion conferred by vegetation were most likely responsible for the aspect control on debris flow initiation (McGuire et al., 2016; Rengers et al., 2016). In addition, Ebel et al. (2015) documented that soils became saturated on south-facing hillslopes during the same 2013 rainstorm while remaining unsaturated on north-facing hillslopes at their study site near the 2010 Fourmile Canyon fire. They attributed the aspect-driven variation in hydrologic response to lower weathered-bedrock permeability and a higher gravel/stone fraction on south-facing hillslopes relative to north-facing hillslopes, illustrating how long-term feedbacks between CZ processes and slope aspect may also contribute to debris flow susceptibility.

More generally, our understanding of links between short- and long-timescale processes within the context of sediment transport is limited by uncertainty regarding the relative contribution to overall erosion rates that stem from continuously operating transport processes (e.g. creep) and infrequent events (e.g. severe drought, extreme rainfall, wildfire) that can trigger pulses of rapid sediment transport. There is growing evidence that sediment transport occurring within a short time period following a disturbance event, such as wildfire, may account for the majority of landscape denudation over geologic timescales in certain settings. Pelletier and Orem (2014) documented how wildfire severity influenced post-fire erosion by slope and contributing area, concluding in Orem and Pelletier (2016), that up to 90% of the erosion from a water-limited soil mantled landscape was caused by historical wildfires. Therefore, it is necessary to consider how slope-aspect-driven variations in CZ processes may modulate a landscape’s response to such disturbances.

Wildfires, for example, lead to a substantial increase in runoff-generated debris flows relative to similar unburned areas or those burned at low severity. In the years following wildfire, an increased risk of shallow landslides on steep slopes could result from a loss of apparent cohesion associated with a decay in root network strength (Schmidt et al., 2001; Jackson and Roering, 2009) or an increased likelihood of soil saturation associated with decreases in canopy interception. Additionally, reductions in soil infiltration capacity, which can be linked to wildfire severity (Moody et al., 2016), lead to large increases in runoff-driven erosion relative to unburned areas (Inbar et al., 1997; Shakesby and Doerr, 2006). Since surface energy budget changes by slope aspect can increase the fireline intensity during a wildfire event (Bradstock et al., 2010; Wood et al., 2011), aspect has the potential to influence the spatial distribution of landslides and runoff-driven soil erosion within recovering burned areas. Further work addressing the settings in which rare events, such as wildfire followed by intense rainfall, are likely to accentuate or combat the aspect-driven feedbacks existing under typical conditions (Figure 4) would aid in linking short- and long-term processes.

Exploration of the conceptual model with Landlab and the Terrestrial Integrated Modeling System (TIMS)

Appendices A and B present the results of numerical models that capture some of the long-timescale and short-timescale elements, respectively, of the conceptual model of Figure 4(a). Please note that the Landlab and TIMS models described here do not have the capability to model every process included in the conceptual model. As such, these model results are intended to demonstrate how current models capture some of the important feedbacks in CZ processes.

Appendix A describes a mathematical model that explores the feedbacks among water availability, vegetation cover, soil
development, and topographic development driven by slope-aspect differences in mean-annual insolation, using a simple, aspect-dependent landform evolution model constructed using the Landlab modeling toolkit (Hobley et al., 2017) (Figure 5). The question addressed in Appendix A is: Does hillslope asymmetry emerge as a landscape property by coupling steady-state models of annual biomass production driven by rainfall and solar radiation, and geomorphic transport laws that relate mean-annual rates of soil creep and fluvial incision to biomass? Figure 5 shows three modeled landscapes that embody several of the feedbacks illustrated in the conceptual model (Figure 4). These feedbacks include the linkage between aspect, insolation, ET, soil moisture, vegetation biomass, and erosional efficiency (see Appendix A for complete details). Although these are only a subset of the factors illustrated in the conceptual model of Figure 4, the ability of this simple model to reproduce the observed sense of asymmetry in water-limited regions indicates that this conceptual model is consistent with our current process-level understanding. The example also illustrates the use of such process-based models in testing the feasibility of different hypothesized mechanisms (in this case, for example, the inhibition of surface-water erosion by vegetation, and two alternative vegetation impacts on soil creep by impeding rainsplash and enhancing bioturbation). Such testing would require quantitative comparison of observed and modeled terrain characteristics, such as the slope–area curves associated with the pole- and equator-facing aspects (Figure 5, bottom row). Appendix A presents additional information on this case study. Regardless of the role of biomass in hillslope diffusion, model results show $H_{BMS} > 0.11$ (Figure 5), consistent with the values reported by Poulos et al. (2012) for North America (Figure 1). Appendix B presents a numerical experiment using the Terrestrial Integrated Modeling System (TIMS; Niu et al., 2014) that compares the short-term CZ behavior for a hypothetical landscape in which the land surface is assumed to be flat for the purposes of computing insolation (FLAT) versus one that uses the radiation correction scheme (RADCOR). The question addressed in Appendix B is: Which short-term CZ processes are most affected by spatial variations in insolation related to slope aspect? TIMS integrates a surface and subsurface coupled flow model (Camporese et al., 2010), a land-atmosphere energy, water, and carbon exchange scheme (Noah-MP; Niu et al., 2011), and a six-carbon pool microbial enzyme model (Zhang et al., 2014). The rate of gross photosynthesis is computed as the minimum of three limiting factors: Rubisco limitation, light limitation, and that associated with transport of photosynthetic products for C3 plants and PEP-carboxylase limitation for C4 plants following Farquhar et al. (1980) and Collatz et al. (1991, 1992). The six C pool model represents the controls of soil temperature and moisture on degradation of soil organic C into dissolved organic carbon (DOC) through enzymatic catalysis and assimilation of DOC into microbial biomass for growth, releasing CO$_2$ during respiration.

This numerical experiment was carried out using Marshall Gulch, a subhumid study site within the SCM-IRB CZO site northwest of Tucson, Arizona (32.43°N, 110.77°W). Marshall Gulch is located at high elevation (approximately 2500 m a.s.l.) so it is relatively humid compared with lower-elevation sites in Arizona and southwestern USA. However, with a mean-annual temperature of 10°C, the site is not temperature-limited.

The modeling results averaged over the entire 8 modeling years indicate that shading effects are dominant over scattering effects (Figure 6). Over the whole catchment, RADCOR produces less net (absorbed) solar radiation than does FLAT by 25% due to shading effects, with pole-facing hillslopes absorbing up to 100 W m$^{-2}$ less solar radiation (Figure 6(a)). However, the scattering effects due to additional diffuse radiation reflected by neighboring pixels are negligible as the equator-facing hillslopes do not show much additional net solar radiation. The shading effects are then propagated to other variables, resulting in less ET (Figure 6(b)), and cooler (Figure 6(c)) and wetter surface soil (Figure 6(d)) compared with pole-facing hillslopes. Gross primary production (GPP) (Figure 6(e)), Leaf Area Index (LAI) (Figure 6(f)), and net ecosystem productivity (NEP) (Figure 6(g)) are reduced due mainly to the decrease in light availability despite increased soil water availability (Figure 6(d)) over the pole-facing slopes in this subhumid catchment. The microbial biomass (Figure 6(h)) and respiration fluxes (Figure 6(i)) are reduced on pole-facing hillslopes due mainly to reduced microbial activities caused by lower soil temperatures (Figure 6(c)). Appendix B presents additional details on this numerical experiment.

Discussion

Implications for our broader understanding of the Critical Zone

The conceptual model of this paper suggests that soil moisture and vegetation cover are essential to understanding CZ development across timescales. Moisture availability is crucial as water acts as a catalyst in nearly all CZ processes, and vegetation, which depends on water availability in all but the most humid and/or temperature stressed environments, plays important roles in producing regolith from bedrock and controlling the water balance. Brantley et al. (2017), for example, have emphasized the importance of vegetation as ‘builders and plumbers’ of the CZ. The importance of soil moisture and vegetation underscore the need for a more quantitative understanding of how vegetation and vegetation change influence hydrologic and geomorphic processes, a point also made by Pelletier et al. (2015) in the context of improving forecasts of how future climatic and land use changes will impact Earth surface processes.

Cases that do not fit the conceptual model

On soil-mantled hillslopes, soil production and erosion rates are a function of the thickness of soil available for transport (Heimsath et al., 2005), which, in turn, is a function of the long-term difference between erosion and soil production rates, both of which are complex functions of soil temperature, soil moisture, and biological processes controlled by these variables. On weathering-limited hillslopes, soils are generally thin or absent and the erosion rate, by definition, equals the maximum or potential soil production rate because erosion occurs at the same rate that weathering makes soil/debris available for transport. In addition, cliffs are generally devoid of vegetation, hence weathering and transport processes driven by vegetation cover can generally be neglected.

In weathering-limited hillslopes, Burnett et al. (2008) documented steeper equator-facing hillslopes with a higher percentage of cliffs compared with pole-facing hillslopes in three canyons incised into the Morrison Formation in northeastern Arizona. Note that this pattern is the opposite of what is typically found in the western USA (i.e. steeper pole-facing hillslopes) but is similar to the Martian mid-latitudes (Kreslavsky and Head, 2003). Using measurements derived from in situ soil
Figure 5. Modeled landscapes computed from a numerical model of ecogeomorphic landform evolution that incorporates insolation as driver of soil moisture dynamics and biomass production (see Appendix A). The domain is 1600 m by 1400 m. The rows show (from top to bottom): elevation (m), radiation ratio, above-ground biomass (kg m\(^{-2}\)), and slope angle (degrees). Left column: aspect influences water erosion but not soil creep. Middle column: soil creep efficiency enhanced on pole-facing slopes due to increased vegetation biomass, reflecting enhanced bioturbation. Right column: soil creep efficiency reduced on pole-facing slopes because greater above-ground biomass shields soil from raindrop impact. Note that points with a drainage area greater than 80 000 m\(^{2}\) generally belong to east-flowing pixels, for which the aspect is poorly defined. Scatter for larger-area points reflects local differences in the sediment influx from surrounding hillslopes. Model was constructed using the Landlab Toolkit (http://landlab.github.io; Hobley et al., 2017) and available as resource on Hydroshare where it can be run using a web browser: https://www.hydroshare.org/resource/6e1cb214afce4f292ae8a74cb4f3bd8/. Instructions for running the model on Hydroshare can be found in: https://www.hydroshare.org/resource/25040a158ace4730b31eb6ebcc3a7339/. (Colour figure can be viewed at wileyonlinelibrary.com)
sensors, Burnett et al. (2008) also documented warmer and drier soil conditions on equator-facing hillslopes compared with pole-facing hillslopes. Burnett et al. (2008) concluded that more insolation on equator-facing hillslopes results in warmer and drier conditions that inhibit the clay hydration process thought to be the dominant weathering process of the Morrison Formation. Finally, Burnett et al. (2008) documented that east-facing hillslopes are more similar to pole-facing hillslopes and west-facing hillslopes more similar to equator-facing hillslopes in terms of the proportion of relief accommodated by cliffs (Burnett et al., 2008, Table 5).

At much smaller scales, in the Badlands of South Dakota, Churchill (1982) documented that the south-facing hillslopes of bedrock hoodoos, which lack soil and vegetation cover, were steeper than pole-facing hillslopes. Churchill (1982) found that the pole-facing hillslopes failed more frequently because higher residual moisture content facilitated saturation-induced failures. Similar to Burnett et al. (2008), this suggests that bedrock weathering limitations on more arid equator-facing hillslopes produce sediment supply limitations that slow erosion rates. The landform asymmetries observed by both Churchill (1982) and Burnett et al. (2008) occur in arid sediment-supply-limited landscapes, which differ fundamentally from the soil-mantled landscape feedbacks focused on in this manuscript. These studies are important for defining the arid end-member conditions of asymmetry found at lower latitudes, and may explain deviations from the modeled results in arid and hyper-arid environments. Additionally, both studies focus on lithologic units that weather by hydration, which suggests that lithology may dictate how landscapes respond to aspect-induced insolation differences.

Non-climatic reasons for asymmetry

The model of this paper invokes climate as the key driver for topographic asymmetry. However, numerous mechanisms that do not rely on microclimate variability have been suggested to explain the presence of topographic asymmetry. Geomorphologists have a long history of investigating topographic asymmetry and have developed many conflicting hypotheses to explain its occurrence. Two ideas that were popular in early literature are that differences in eolian transport due to prevailing winds (Reed, 1927; Bass, 1929; Fairchild, 1932; Emery, 1947) or coriolis forces on stream migration (Gilbert, 1884; Davis, 1895; Fuller, 1914) cause topographic asymmetry, but these explanations have fallen out of favor. However, there are still many reasonable non-climatic explanations for the presence of topographic asymmetry such as faulting, tilted stratigraphy, differences in drainage network competition or initial landscape geometry (Powell, 1874; Bass, 1929; Emery, 1947; Melton, 1960; Dohrenwend, 1978; Wende, 1995).

Figure 6. TIMS simulated differences between RADCOR and FLAT. (a) Net solar radiation; (b) ET; (c) soil temperature; (d) degree of water saturation; (e) gross primary productivity (GPP); (f) leaf area index (LAI); (g) net ecosystem productivity (NEP); (h) microbial biomass; and (i) microbial respiration. Shown at the upper-right corner of each panel are the catchment-averaged relative differences (%). [Colour figure can be viewed at wileyonlinelibrary.com]
Sustained lateral channel migration may also produce topographic asymmetry. Differences in sediment deposition at the base of opposing hillslopes drives the main trunk channel across the valley, undercutting and steepening the hillslope. Differences in sediment flux rates may be caused by microclimatic variability (Bass, 1929; Melton, 1960; Dohrenwend, 1978) or natural patterns in the drainage network (Wende, 1995). Although sustained lateral channel migration has been commonly invoked as a possible explanation for the presence of topographic asymmetry (Bass, 1929; Melton, 1960; Dohrenwend, 1978; Istanbulluoğlu et al., 2008; García and Mahan, 2009; Poulos et al., 2012), there is limited evidence that lateral channel migration actually produces topographic asymmetry. Johnstone et al. (2017), however, documented that certain lithologic types (e.g. mud-rich rocks) may produce profound topographic asymmetry by a set of processes that may include lateral channel migration.

Deciphering whether topographic asymmetry is due to climatic or non-climatic factors is difficult, but important because asymmetry inherently reflects the sensitivity of landscapes to microclimatic variability, and by extension, climate change. Better metrics for determining the specific mechanisms of asymmetry development in different landscapes are needed for understanding microclimate-induced asymmetry. Field measurements of soil properties, topography, and erosion rates may help identify different causes of asymmetry.

Knowledge gaps

The empirical model of this paper (Equation (1)) reproduces the broad-scale patterns of hillslope asymmetry, successfully predicting patterns with latitude and elevation evident in measured hillslope asymmetry maps (Figure 1; Poulos et al., 2012). However, as Figure 3 demonstrates, there are many counterexamples. The sign of asymmetry often reverses across the divides of major mountain ranges in the western USA, changing from steeper pole-facing hillslopes on equator-facing mountain flanks to steeper equator-facing hillslopes on pole-facing mountain flanks (Poulos et al., 2012). Perhaps insolation differences caused by the prevailing mountain-range-scale topography overprint insolation differences caused by local aspect (e.g. insolation is reduced for all slopes, regardless of local aspect, on the poleward side of mountain ranges). However, the proposed water-limited and temperature-limited models could explain this pattern, as equator-facing flanks are more likely to experience water limitations, while the shadier pole-facing flanks of mountain ranges are more likely to be temperature limited. Alternatively, range-scale patterns could be explained by the orientations of the initial land-surfaces on opposite flanks of a mountain range (i.e. a non-climatic cause), as the pattern consistently shows that slopes facing mountain range divides are typically steeper. Higher-resolution models similar to Equation (1) might help explain range-scale asymmetry patterns.

Regional sources of variability unaccounted for by the empirical model might include regional changes in vegetation and biotic communities, lithology and bedrock weathering characteristics, and systematic structural geologic controls. Changes in vegetation communities across regions might introduce variability in slope asymmetry development. Different species of plants have different rooting depths, water needs, canopy cover, litter cover, and stabilizing effects which could influence the processes and rates of erosion, as well as physical and chemical weathering and soil development. Other studies document systematic regional valley asymmetry due to regional tilting (Garrote et al., 2006). Additionally, drainages often form within bedrock fracture networks, inheriting asymmetry from bedrock geometries (Pelletier et al., 2009). If we could identify areas where geologic structure controls landform asymmetry, we might isolate these areas from comparative analyses. Direct assessment of the influence of regional variability in biotic communities, lithology, and bedrock structure might improve our ability to account for them in asymmetry models, or at least constrain analyses to areas where these influences are not prevalent.

Aspect-related landform asymmetry has been studied less at high latitudes (>60°). It is unclear whether the trends exhibited in hillslope asymmetry maps (Poulos et al., 2012) can be extrapolated to higher latitudes. Meiklejohn (1994) found that equator-facing valley sides had gentler slopes on Alexander Island, Antarctica, suggesting that perhaps at extreme latitudes increased insolation on equator-facing hillslopes allows geomorphic action, while pole-facing hillslopes are too cold for even ice to move. A critical step towards unravelling how different asymmetry types develop is to subdivide the landscape into regions, or provinces, where different types of asymmetry prevail.

While there remains a need to better understand how biogeochemical stocks and processes vary in time and space within and between aspects, there is a large gap in our understanding of how short-term biogeochemical processes link to ‘deep time’, the ‘deep’ critical zone, or the focus on landscape evolution in CZ science. Do water and reactive constituents make it to the weathering front during pulsed transport events on equator-facing hillslopes? Are there microbes at the weathering front that act on fresh bedrock? How might the relative roles of above-ground vegetative and below-ground microbial activity differentially drive CZ function across topography under projected climate changes that might serve to accentuate or modulate the influence of aspect? These are important questions that link across the disciplines of biogeochemistry, hydrology, and geomorphology, as well as time and space.

The future of the CZ in a warming world: Are equator-facing hillslopes an analog for what pole-facing hillslopes might become?

Projected nonlinear changes to the surface energy budget and water cycle, related to (1) increased MAT, (2) a higher frequency of extreme precipitation events, and (3) rapid shifts in vegetation cover, are likely to alter the rates of landscape evolution differently across all slope aspects. The conceptual model of Figure 4(a) suggests that for water-limited landscapes, warmer temperatures and an increase in extreme rainfall events will trigger positive feedbacks leading to landscape with less vegetation cover, thinner soils, lower soil moisture, and higher erosion rates. Coupled with catastrophic wildfire, these changes could occur in some places over decades rather than centuries; thus, accelerating CZ processes on the landscape.

In regard to (1) increased MAT, the present rate of warming was recently estimated to be 170 times faster than the natural background rate (Gaffney and Steffen, 2017). An ‘Anthropocene’ shift +5°C to +8°C hotter in the next one hundred to two hundred years will move MAT to a regime not experienced in the last 66 million years (Zeebe et al., 2016). These higher temperatures are likely to differentially accelerate key CZ processes, including rates of soil CO₂ production and loss, shown to be sensitive in montane systems (Stielstra et al., 2015). In fact, Hu et al. (2010) found longer growing seasons lead to less C sequestration in high elevation forests that are dominated by snow because of elevated soil CO₂ loss to the atmosphere in these warmer years. In semi-arid regions temperature limited soil mantles may become water limited soil mantles, greatly altering the local water-balance (Knowles et al., 2015).
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In regard to (2), there is an expected increase in the frequency of heavy to extreme precipitation events (Kendon et al., 2014; Trenberth et al., 2015). Coupled with an increased magnitude and frequency of disturbances, the number of exceptionally large wildfire events (Abatzoglou and Williams, 2016) will result in increased unstable surface areas being exposed, leading to erosion and landslides. Changes to the timing and quantity of precipitation falling as either rain or snow will also impact catchment scale water budget differently by slope aspect (Brooks et al., 2015).

In regard to (3) anthropogenic climate change is anticipated to cause large-scale die-offs of forests globally in the coming decades (Allen et al., 2015). Many forest ecosystems in complex terrain have taken centuries to millennia to establish their present structure. How will large die off of forest structure influence CZ processes across slope aspect? In terms of physical processes, forest loss from global change type drought or wildfire will feedback to alter surface structure, energy balance, and associated albedo (Villegas et al., 2017). In terms of biological processes, a change in the water budget related to earlier snow-melt (Barnett et al., 2005) on equator facing aspects will impact forests that rely mainly on snow water for metabolic maintenance (respiration) and growth (NPP) processes. Breshears et al. (2008) predicted vegetation to synchronously ‘lean’ upslope as anthropogenic climate change proceeds. Kelly and Goulden (2008) found over a 30-year period the average elevation for species along a 2300m elevation gradient transect increased by ~65m a.m.s.l. Given that increased temperature has been shown to increase tree mortality, particularly under drought (McDowell et al., 2016; Adams et al., 2017), we predict that either established forests will die sooner on equator-facing aspects, which can be 5°C warmer than sites on similar elevation pole-facing aspects, or existing vegetation communities currently growing on equator-facing aspects may shift toward pole-facing aspects.

Conclusions

In this paper we reviewed the state of knowledge on slope aspect controls on CZ processes using the latitudinal and elevational dependence of topographic asymmetry as a unifying question. We documented that pole-facing hillslopes tend to be steeper at lower latitudes and elevations, reversing to steeper equator-facing hillslopes at higher latitudes and elevations. We re-produced this pattern at regional to global scales using an empirical model that includes latitude, an aridity index, mean-annual temperature, and mean slope gradient. This model demonstrates the interplay among latitude and relief (which control insolation differences on hillslopes of pole- and equator-facing hillslopes), aridity, and temperature.

We also presented a conceptual model for slope-aspect-driven CZ feedbacks on hillslopes based on water-limited and temperature-limited end-member cases. In water-limited cases, higher mean-annual soil moisture on pole-facing hillslopes generally drive higher soil production rates, higher water storage potential, more vegetation cover, faster dust deposition, and lower erosion rates in a positive feedback. At higher latitudes and elevations, pole-facing hillslopes tend to have less vegetation cover, higher erosion rates, and hence gentler slopes, thus reversing the pattern of topographic asymmetry found at lower latitudes and elevations. Differences in slope gradient and regolith/soil thickness act as both a template for producing slope-aspect differences in ecohydrologic processes and as part of feedback processes that can further drive slope-aspect-driven asymmetry in a wide range of CZ stocks and fluxes.

The models of this paper provide a greater understanding of how topographic asymmetry comes about. We argue that vegetation plays a critical role in driving slope-aspect differences in both end-member cases. We also demonstrate the importance of paleoclimatic conditions and non-climatic factors in influencing slope aspect variations on hillslopes in some cases. Finally, we suggest that steep, equator-facing hillslopes provide a model for the likely directions of change of among CZ stocks and fluxes that will be experienced by hillslopes of gentle slopes and/or pole-facing aspects in a warming world.
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Appendix A: Numerical modeling of long-term development of the CZ using Landlab

The conceptual model illustrated in Figure 3 constitutes a general hypothesis for the origin of aspect-related terrain asymmetry. To place this hypothesis in a quantitative, mechanistic framework, it is useful to test whether models that embody a given subset of the feedbacks illustrated in Figure 4 can successfully account for the observed topographic asymmetry. Here we present a simple example of one such model. The model is designed to express several of the feedbacks illustrated in Figure 4(a): reduced isolation on equator-facing slopes reduces ET, which increases soil moisture, decreases plant water stress, and promotes plant biomass production, which in turn retards the efficiency of erosion by runoff. The model also explores two potential relations between biomass and the efficiency of downslope soil creep. Note that these represent only a subset of the potential feedbacks, and some of the quantitative relations involved are speculative. The purpose here is to illustrate, first, that a relatively simple mechanistic model can indeed reproduce the first-order observed asymmetry, and second, that such mechanistic models provide a means of comparing different feedbacks and quantifying their impacts on topography, soil thickness, and other factors.

We consider a semiarid rainfall regime, with a dominant cover of grass vegetation, as hillslope asymmetry is usually more pronounced in water-limited conditions. The peak biomass on the ground surface in a growing season, Annual Net Above-ground Primary Productivity (ANPP [g/m²]), is used in the model to represent the generation of biomass on topography. Based on plot-scale data compiled from experimental grassland sites in the USA from the literature, Webb et al. (1978) develop an empirical equation that relates ANPP to annual precipitation (AET). Their equation did not consider the role of plant water stress on growth. Depending on differences in seasonal rainfall regime, local slope, and aspect, plant water stress may vary depending on whether site to site under a similar climate. We conceptualize the role of plant water stress on ANPP using the static water stress concept of Porporato et al. (2001):

\[ B = B_1 (1 - \xi) \]  

(A1)

\[ B_1 = 496 - 666 \exp(-0.00025 AET) \]  

(A2)

\[ \xi = \left( \frac{s^* - s_{<ss}}{s^* - s_{sup}} \right)^\beta \]  

(A3)

where \( B \) is biomass expressed as ANPP \([g/m^2]\) and modified by water stress, \( \xi [0-1] \), \( B_1 \) is the maximum (stress-free) ANPP as given by the equation of Webb et al. (1978) (Equation (2)), \( <ss> \) is the mean annual root-zone soil moisture represented in terms of degree of saturation \([0-1]\), \( s_{sw} \) and \( s^* \) are soil moisture levels corresponding to soil water potentials at wilting point and incipient stomata closure, respectively, and \( \beta \) is a parameter \(( \beta > 1) \) (Porporato et al., 2001).

Terrain is represented as a grid of elevation values, and \( B \) is calculated at each grid cell of the model using spatially varying inputs of \( <ss> \) and AET. We used the minimalistic soil moisture dynamics model of Porporato et al. (2004) to obtain local \( <ss> \) and AET. The model is driven by depth and arrival statistics of storms and a spatially distributed field of potential evapotranspiration (AET [mm/yr]). Their equation did not consider the role of plant water stress on growth. Depending on differences in seasonal rainfall regime, local slope, and aspect, plant water stress may show variability from site to site under a similar climate. We conceptualize the role of plant water stress on ANPP using the static water stress concept of Porporato et al. (2001):
\[<x>=\frac{1}{\eta_\gamma} \left( \frac{1}{\Gamma(\lambda/\eta)} - \frac{1}{\Gamma(\lambda/\eta, \gamma)} \right) \]  
\[\eta = \frac{w_0}{\alpha}, \quad \eta = \frac{ET_{\text{max}}}{w_0}, \quad w_0 = (s_{\text{ic}} - s_u) nZ_t \]  
\[\text{where,} \quad n, \text{ is soil porosity, } Z_t, \text{ is depth of hydrologically active root zone } [\text{mm}], \ w_0, \text{ is maximum plant available soil water storage } [\text{mm}], \ ET_{\text{max}}, \text{ is a seasonally average value of potential evapotranspiration } [\text{mm/d}] \text{ at each cell of the modeled domain, and } \Gamma() \text{ and } \Gamma()_a \text{ are complete and incomplete gamma functions, respectively}. \]

From this model, AET for the duration of a season is:

\[AET = <x> ET_{\text{max}} T_{\text{season}} \]  
\[ET_{\text{max}} = ET_{\text{max}} - fRc \]  
(\text{A7})

In the model we assumed no seasonality and therefore used \(T_{\text{season}} = 365\) days. The model represents the connection between aspect, insolation, soil moisture, and vegetation as follows. An annually averaged value of \(ET_{\text{max}}\) is used which was estimated by scaling \(ET_{\text{max}}\) on flat surface \(ET_{\text{max}}f\) with the ratio of clear-sky radiation on an inclined surface to clear-sky radiation on flat surface, \(f_{\text{Rc}}\). Thus, \(ET\) varies with aspect, and this variation in turn influences biomass dynamics.

Equations (A1)-(A7) were solved numerically on a gridded representation of a hypothetical evolving topography. The numerical model was constructed using the Landlab Toolkit (Hobley et al., 2017). For a given latitude we calculated daily clear-sky radiation incident on flat surface, \(R_{\text{sc}} [\text{W/m}^2]\), using the ASCE-EWRI (2005) formulations. \(ET_{\text{max}}\) is approximated as the water equivalent of 50% of the mean daily \(R_{\text{sc}}\) in a year (Irmak et al., 2008). The practical assumption behind this is that 50% of the energy is lost during the complex radiation and energy balance process that involves reflection from the surface, and heat losses to the air and the ground. The Landlab radiation component approximates \(f_{\text{Rc}}\) as the ratio of the cosine of solar angle of incidence on sloped and flat surfaces (Bras, 1990).

Evolution of soil-mantled landscapes is modeled using a linear hillslope diffusion rule and a detachment-limited fluvial incision rule (Howard, 1994), modified to incorporate the impeding effect of plant biomass on soil erodibility:

\[\frac{\partial z}{\partial t} = U - V(k_d S) - k_i \exp \left(-\frac{B}{B_{\text{max}}} A^N S^N \right) \]  
(\text{A8})

where \(z\) is the land surface elevation [m], \(U\) is uplift rate [m/y], \(k_d\) is hillslope diffusivity coefficient [m²/y], \(S\) is local slope, \(k_i\) is coefficient for bare soil erodibility by runoff [m¹⁻²m²/y], \(v_i\) is empirical vegetation impediment factor for runoff erosion, \(B_{\text{max}}\) is the amount of biomass under which mean-annual incision rate by runoff can be neglected, \(A\) is the upslope contributing area [m²]; and \(M\) and \(N\) are parameters whose ratio is kept to 0.5 (Tucker and Whipple, 2002). While the proposed exponential decay model of erodibility due to biomass is consistent with the concept of shear stress partitioning on surface vegetation (Le Bouteiller and Venditti, 2015; Yetemen et al., 2015a), here we used it as a factor to obtain a desired ratio of erodibility between north- and south-facing hillslopes.

We ran three model simulations on a raster model of 120 by 100 nodes with 15 m spacing. The initial domain was flat, with small spatially uncorrelated perturbations added to stimulate drainage network formation. The east side of the domain is fixed as an open boundary while other sides are set as closed boundaries. Model parameters reported in Table 1 are selected to represent a semiarid grassland site located at 34°N, having a mean-annual precipitation of 400 mm and a soil texture of loamy sand. The empirical vegetation impediment parameter used in the incision rule, \(v_i\), is adjusted such that runoff erodibility varies by a factor of two between high and low biomass conditions. The influence of aspect and biomass on the hillslope diffusivity coefficient may vary depending on regional climate and temperature fluctuations, which regulate freeze–thaw cycles and determine whether rainsplash or bioturbation are dominant processes. A spatially uniform hillslope diffusivity (average of the range in Table A1) is used in the first simulation. To illustrate two alternative cases of hillslope erosion, in the second simulation we linearly increased \(k_d\) from a minimum value with biomass, representing a correlation between biomass and transport efficiency arising from bioturbation. This led to higher \(k_d\) on north-facing slopes (NFS). In the third model experiment we linearly decreased \(k_d\) with biomass from a maximum value, representing the role of vegetation in shielding the soil from rainsplash. This resulted in higher \(k_d\) on south-facing slopes (SFS). These linear model are given as follows:

Linear increase \(k_d\) model : \(k_d(B) = k_{d\text{min}} + (k_{d\text{max}} - k_{d\text{min}}) \frac{B - B_1}{B_2 - B_1} \)  
(A9)

Linear decrease \(k_d\) model : \(k_d(B) = k_{d\text{max}} + (k_{d\text{min}} - k_{d\text{max}}) \frac{B - B_1}{B_2 - B_1} \)  
(A10)

where \(k_{d\text{min}}\) and \(k_{d\text{max}}\) are selected minimum and maximum diffusivity, and \(B_1\) and \(B_2\) are parameters (\(B_2 > B_1\)). To scale \(k_d\) exactly between its limits, we used \(B_1\) and \(B_2\) as the smallest and largest modeled biomass values in a landscape in modeled equilibrium. In all cases \(k_d\) only varied by a factor of two, \(k_{d\text{max}} = 2 k_{d\text{min}}\). Varying both hillslope diffusivity and runoff erodibility by 100% simplifies the interpretation of model results.

All simulations were run for 1000 kyr. Landscapes attained a dynamic equilibrium after ~700 kyr. Modeled fields of elevation (Z), local slope (S), radiation ratio (\(f_{\text{Rc}}\)), biomass (B), and the relationship between local slope and upslope contributing area are plotted in Figure 5. Mean elevations of the modeled landscapes and their hillside asymmetry indices (\(HA_{NS}\)) are 49.8 m (0.12), 47 m (0.13), and 52 m (0.11), reported in the same respective order as in Figure 5. Modeled \(HA_{NS}\) values are consistent with semiarid regions of North America (Poulos et al., 2012; Yetemen et al., 2015a, 2015b). In all cases NFS have up to 50% higher biomass production than SFS as a result of lower \(f_{\text{Rc}}\), which leads to a lower plant water stress. More dendritic channel networks developed in the first and second scenarios. Effective fluvial incision with lower hillslope diffusion on low-biomass SFS and bioturbation enhancement to hillslope diffusivity on high-biomass NFS provide the highest \(HA_{NS}\) and the lowest mean elevation. Higher hillslope diffusion on SFS (i.e. rainsplash effect) impedes northward valley growth by filling-in channels incised by effective fluvial processes under low biomass cover resulting in the lowest \(HA_{NS}\) and highest mean elevation. The slope–area data reveal the steeper development of SFS which occur 17%, 13%, and 19% more landscape area than NFS, respectively in Figure 5. The higher-diffusivity-NFS simulation gives steeper slopes on both north and south aspects compared with the

**Table A1.** Parameters used in the ecogeomorphic simulations

<table>
<thead>
<tr>
<th>Soil and vegetation</th>
<th>Climate</th>
<th>Landscape evolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>(s_{\text{ic}}) = 0.52()</td>
<td>(a = 0.5 \text{ cm})</td>
<td>(U=0.0003 \text{ m/y})</td>
</tr>
<tr>
<td>(sw = 0.11)</td>
<td>(\lambda = 0.22 \text{ 1/d})</td>
<td>(k_{a}=0.005 \text{ m}^2 \text{ /y} - 0.01 \text{ m}^2 \text{ /y})</td>
</tr>
<tr>
<td>(\sigma^e = 0.31)</td>
<td>(ET_{\text{max}}=4.6 \text{ mm/d})</td>
<td>(k_{a}=0.0001 \text{ m}^2 \text{ /y})</td>
</tr>
<tr>
<td>(\nu = 0.42)</td>
<td>(n = 0.21)</td>
<td>(v = 2.75)</td>
</tr>
<tr>
<td>(Z_t = 40 \text{ cm})</td>
<td>(M=1, N=0.5)</td>
<td>()</td>
</tr>
</tbody>
</table>

**Notes:** Parameters for loamy sand soil. Laio et al. (2001)

other two scenarios. Results suggest that contrasting effect of biomass on fluvial and diffusive processes enhance the development of valley asymmetry and create steeper slopes.

Appendix B: Numerical modeling of short-timescale CZ processes using TIMS

TIMS represents solar radiation transfer through the vegetation canopy over flat surfaces using a two-stream approximation scheme, which accounts for multiple scattering of light by the canopy and ground in two mainstreams (upward and downward) over two wave bands (visible and near-infrared) (Dickinson, 1983). Photosynthetic active energy (PAR) is then computed as the insolation absorbed by sunlit and shaded leaves over the visible band. It also considers the effects of between- and within-vegetation gaps that are controlled by the canopy structure, tree density, leaf density (LAI), and solar zenith angle (Niu and Yang, 2004). Most recently, we implemented a radiation correction scheme (RADCOR) accounting for the effects of topographic shading and scattering into TIMS. For each time step and at each pixel, RADCOR first checks if the pixel is self-shaded by comparing solar elevation angle (SEA) with the local slope and aspect angles. In turn, shading by neighboring pixels is computed by comparing SEA with the elevation angle of the lines connecting the pixel to other nearby pixels in the azimuth direction (Aguilar et al., 2010). Then RADCOR corrects the diffuse radiation by considering the sheltering effects of neighboring pixels, which is evaluated by sky view factor under the isotropic sky assumption. Finally, diffuse radiation reflected from neighboring pixels is added to the pixel using isotropic conception proposed by Dozier and Frew (1990).

Marshall Gulch ranges from 2200 m to 2700 m in elevation. The climate of Marshall Gulch is subhumid with an average annual precipitation of 670 mm and annual runoff of 230 mm. The annual mean surface air temperature is 9.2°C. TIMS are integrated at 10 m resolution for 8 years from 2007 to 2014 driven by the near surface atmospheric forcing data observed at the Bigelow flux tower site, which is situated 3.5 km away from the Marshall Gulch at a similar height (2583 m). The forcing data include downward shortwave and longwave radiation, air temperature, humidity, and pressure, and wind speed, while the precipitation data are from the rain gauges within the catchment. The total downward shortwave radiation is split into direct and diffuse radiation fluxes following De Jong (1980).

The shading effects vary systematically with the azimuth angle (or aspect) of the slopes (Figure B1). The solar radiation absorbed by the polar-facing hillslopes drops by up to 60%, while that by the equator-facing hillslopes does not show much changes relative to a flat surface (FLAT). However, only a small portion of the reduced net radiation is partitioned into latent heat (or ET; Figure 7(b)) while much more is partitioned into sensible heat (Figure 7(c)). Accordingly, both above- and below-ground biomass and fluxes are affected through changes in light limitation and associated changes in soil water availability and soil temperature. Changes in LAI over the pole-facing areas are mostly scattered, reflecting the combined effect of changes in light and water limitations.

Figure B1. TIMS modeled relative change (%) of RADCOR to FLAT with slope aspect angle (in radians). (a) Net solar radiation; (b) latent heat; (c) sensible heat; (d) soil water saturation; (e) GPP; (f) net primary productivity; (g) NEP; (h) microbial respiration; (i) microbial biomass; (j) enzyme; (k) LAI; and (l) dissolved organic carbon (DOC).